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Abstract. Fairness interventions are hard to use in practice when ranking people
due to legal constraints that limit access to sensitive information. Pre-processing
fairness interventions, however, can be used in practice to create more fair train-
ing data that encourage the model to generate fair predictions without having
access to sensitive information during inference. Little is known about the perfor-
mance of pre-processing fairness interventions in a recruitment setting. To sim-
ulate a real scenario, we train a ranking model on pre-processed representations,
while access to sensitive information is limited during inference. We evaluate
pre-processing fairness intervention methods in terms of individual fairness and
group fairness. On two real-world datasets, the pre-processing methods are found
to improve the diversity of rankings with respect to gender, while individual fair-
ness is not affected. Moreover, we discuss advantages and disadvantages of using
pre-processing fairness interventions in practice for ranking people.
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1 Introduction

A ranking system’s goal is to create an ordered list of items having relevant items at top
positions given the search terms and the user’s preferences. Applications of ranking sys-
tems include not only ranking of items such as digital artefacts like documents, books,
or movies, or real-world entities like hotels, but also ranking of people. Increasingly,
recruiters rely on automatic tools to process the large amount of applications received
for a vacancy [10].
Fairness in ranking. Ensuring fairness in a ranking system is especially important
when the items to be ranked are real persons, whose lives could be impacted by the
system’s decisions. When a ranking system is designed for recruitment, its outcomes
influence who receives more interviews, the job’s quality, and even the wage [2]. Sys-
tems for ranking people in a recruitment setting encode stereotypes and biases that
already exist in recruitment [7, 11, 20, 25], leading to actions that discriminate against
minority groups [3, 13, 24].

There are several fairness interventions that can be used to improve the fairness of
a ranking [32, 33]. However, due to legal constraints, their use in a practical application
of ranking people can be limited. Briefly, most fairness interventions require access to
the sensitive information of the candidates, but the European General Data Protection
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Regulation (GDPR) [1] states that the processing of a special category of sensitive in-
formation is prohibited, with exceptions for gender and age [4]. While many fairness in-
tervention methods require information about these sensitive categories, pre-processing
intervention methods do not suffer from this limitation. Pre-processing fairness inter-
vention methods aim at debiasing the data representation of the candidates, encouraging
the (downstream) ranking model to generate fair predictions without having access to
sensitive information at inference time. Similarly, in-processing methods can be trained
offline and used during inference time without access to sensitive information. How-
ever, they require a definition of fairness to optimize for, which in practice might be
hard to define as the European law does not give exact guidelines about the minimum
requirements as opposed to the US (“80% rule”).
Comparing pre-processing fairness intervention methods. Pre-processing fairness
intervention methods can be applied offline on training data containing sensitive infor-
mation, which was acquired in compliance with the GDPR [4]. In practice, a model
trained on fair data representation can be applied on the real candidate data without
having access to the sensitive information of the candidates. However, there is little
knowledge about the performance of such methods with respect to group fairness, in-
dividual fairness, utility, and how the methods compare to each other when ranking
people in a recruitment setting. We address this knowledge gap. We consider a sce-
nario where access to sensitive attributes during inference time is limited, and compare
three pre-processing fairness intervention methods: (i) CIF-Rank [27] aims at achiev-
ing group fairness, (ii) LFR [34] aims at achieving both group and individual fairness,
while (iii) iFair [19] aims at achieving individual fairness. Neither LFR nor iFair require
access to sensitive information during inference time, however, CIF-Rank does.

Fairness intervention methods are typically evaluated w.r.t. both group fairness and
individual fairness, while considering the utility of the ranking. Here, group fairness
means that members of different protected groups should be treated the same. Individ-
ual fairness means that similar individuals should be treated similarly, based on a de-
fined similarity metric. In recruitment, the primary focus is on group fairness, but due
to limited access to sensitive information, it may be more feasible to focus on individ-
ual fairness. Indeed, striving for individual fairness could contribute to group fairness.
This works under the assumption that the measure of similarity between candidates is
computed free of bias, which in practice might not be the case, resulting in segregation
by membership in the sensitive groups.
Aim and summary. Our aim in this paper is to investigate (i) how well pre-process-
ing interventions generalize on two datasets for ranking people given an occupation,
(ii) what the trade-off is between group and individual fairness obtained by the pre-pro-
cessing interventions, and (iii) which method is more suitable to be used in practice.
Our main finding is that the pre-processing methods do obtain an increase in diversity
in most occupations on both datasets, without affecting individual fairness. Finally, we
discuss the trade-offs using pre-processing interventions for ranking people in practice.
CIF-Rank offers transparency and in-group fairness with minimal changes to candidate
data, but it requires access to sensitive information during inference time. In contrast,
LFR and iFair treat fairness as an optimization problem, thus, there is no need for ac-
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cess to sensitive information and the changes in diversity are more noticeable, though
they are less explainable and iFair does not guarantee group fairness.

2 Related Work

Fairness interventions can be applied to prevent ranking systems from exacerbating
discriminatory behavior towards minority groups. Fairness interventions can be catego-
rized as pre-processing, in-processing, and post-processing methods [32].

Pre-processing methods [19, 27, 34] aim to debias the data used to represent the
candidates and then either re-rank the candidates based on the new representations or
use the data to train a model. CIF-Rank [27] aims to achieve group fairness by creating
counterfactual representations of the candidates. LFR [34] aims at achieving both group
and individual fairness by creating representations that obfuscate information about the
protected groups, while also ensuring a good encoding of useful information. iFair [19]
aims at achieving individual fairness by creating representations that encourage similar
outcomes for similar individuals regardless of the sensitive attributes.

In-processing methods [5, 15, 30] aim to optimize the ranking system for both fair-
ness and utility. For example, Zehlike and Castillo [30] propose to optimize the model
for both utility of the ranking and fairness of exposure by ensuring that the groups have
the same probability of being placed at the top position of the ranking.

Post-processing methods [6, 24, 26, 29, 31] adjust the recommended ranking based
on some minimum and maximum constraints regarding the desired proportion of each
sensitive group in the top positions. For example, FA*IR [29] creates separate ranked
lists for each protected group and merges them such that a minimum number of can-
didates from the disadvantaged group is present in the top of the list. The work of [6]
focuses on achieving individual fairness over time by re-ordering the items such that
the unfairness is minimized over time in an online setting. The unfairness is measured
as the cumulative difference between the attention an item receives and the relevance.

Previous work [27, 34] experimented with pre-processing methods on various data-
sets, including recruitment datasets in some cases [19, 23]. In this paper, we go be-
yond prior work by performing a systematic comparison of the above mentioned pre-
processing methods in a ranking setting, showing how they generalize on two recruit-
ment datasets, while considering that the bias direction may vary between occupations,
w.r.t. group fairness, individual fairness, utility of the ranking, and their use in practice.
Moreover, we adapt the work of [34] for a ranking setting.

3 Fairness Interventions

The use of fairness interventions for ranking people is constrained by the GDPR [1],
which prohibits processing sensitive information that many fairness interventions re-
quire. We argue that pre-processing interventions can be used in practice as they can
be applied offline on the training data containing sensitive information that has been
acquired in compliance with the GDPR (e.g., a synthetic anonymous dataset reflecting
a real distribution) [4]. Then, a ranking model is trained on the fair data, encouraging
the model to generate a fair ranking without having access to sensitive information of
the real candidates at inference time. As pre-processing methods do not guarantee the
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Fig. 1: Causal model describing the data with sensitive attributes gender (G) and nation-
ality (N), non-sensitive attributes (X), and utility scores (Y).

diversity of the ranking, we compare them with FA*IR, a post-processing method that
does guarantee the desired proportion of disadvantaged candidates in the top positions.
Below, we describe the fairness interventions we compare in this work.

CIF-Rank [27] estimates “How would this candidate data look like if they were
part of another protected group?” As input it uses a reference protected group towards
which we want to transform the candidates in a counterfactual world, and a causal model
describing the data and the effects of the sensitive attributes on the data. A causal graph
is a directed acyclic graph (DAG) where nodes represent variables, and directed edges
between nodes represent causal relationships. A directed edge from node A to node B
indicates that variable A causally influences variable B. Figure 1 shows a possible causal
model that can be used to represent the data, having the following nodes: sensitive
attributes, G (gender) and N (nationality), non-sensitive attributes of the candidates (X),
and the utility score used to rank the candidates for a given occupation (Y), with edges
from the features to the scores, and from the sensitive attributes to the features and
the scores of the candidates. It estimates the total effect composed of the direct effect
and the indirect effect. The indirect effect is the effect mediated by the non-sensitive
attributes, which are called mediators.

The causal effects are estimated using the mma R package [28], which performs
mediation analysis with multiple mediators. After computing the causal effects of the
sensitive attributes on the data, which represent the bias encoded in the data, one can
compute the counterfactual representations. These are computed by changing the ob-
served representations by boosting them up or down according to the difference in the
total effect of the actual group and the control group, the group to which we want
to transform the data. This method satisfies transparency requirements as by using the
causal estimates to generate the counterfactual representations we have a way to explain
how changes in the representations were produced and why.

LFR [34] formulates fairness as an optimization problem of finding a good repre-
sentation of the data such that the sensitive information encoded in the data is obfus-
cated, while also encoding useful information. This method can achieve both group and
individual fairness. The authors formulate the new representation in terms of a proba-
bilistic mapping to a set of prototypes (points in the input space). Thus, the model can
be defined as a discriminative clustering model, where the prototypes act as the clusters
as each representation is assigned to a prototype. In order to ensure that the information
regarding the membership in a protected group is lost, the authors make use of statistical
parity by ensuring that a random candidate from group A should map to a particular pro-
totype with an equal probability as a random candidate from group B to the same proto-
type: Lz = |

∑K
k MA

k −MB
k |, where Mk is the probability that X maps to prototype vk.

In order to keep the useful information for each candidate, the representations should
be close to the original ones: Lx = (X−X ′)2 with X being the original representation
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and X ′ =
∑K

k Mkvk the new representations; while also ensuring that the represen-
tations are still predictive of the label (Y ): Ly = −Y log(Y ′) − (1 − Y ) log(1 − Y ′),
where Y is the label and Y ′ =

∑K
k Mkwk is the prediction. As LFR was designed for

a binary classification task, we adapt it to a ranking scenario by considering Y to be a
binary label indicating the positive and negative samples used for training the ranking
model. In the end, the model optimizes the compound loss L = AzLz +AxLx+AyLy

by learning two sets of parameters: the prototype locations vk and the parameters wk

that govern the mapping from the prototypes to classification decisions Y.
iFair [19] aims at achieving individual fairness, meaning that candidates who are

similar in all task-relevant attributes such as job qualification, and disregarding all po-
tentially discriminating attributes such as gender, should have similar outcomes. iFair’s
main idea is constructed on top of LFR [34]. However, in contrast to LFR, iFair directly
optimizes for individual fairness, implicitly obtaining group fairness by obfuscating the
information regarding the membership of protected groups. To directly optimize for
individual fairness the authors propose the following loss: Lz =

∑M
i,j(d(X

′
i, X

′
j) −

d(X∗
i , X

∗
j ))

2, where X ′ is the new representation, X∗ the original representation ex-
cluding the sensitive attributes, and d(Xi, Xj) = [

∑N
n (αn(xi, n − xj , n)

p]1/p is a
distance function. M is the number of candidates in the data, N is the number of fea-
tures that each candidate has and αn is a learnable weight for different data attributes.
Ideally, the learnable weights for the sensitive attributes should be near zero. Intuitively
this ensures that similar individuals in the original input space, excluding the sensitive
attributes, should have similar low-rank representations, regardless of the membership
in the protected groups. Thus, the distance between individuals should be preserved in
the transformed space. This directly optimizes for individual fairness, while also obfus-
cating the membership in protected groups. To ensure the utility of the representations,
the representations should still be close to the original ones: Lx = (X −X ′)2, with X
containing both protected and non-protected features. The new representations are com-
puted in the same manner as LFR proposes: X ′ =

∑K
k Mkvk. In the end, the model

optimizes the compound loss L = AzLz + AxLx by learning two sets of parameters:
the prototype locations vk and the parameters αn that govern the mapping from the
prototypes to classification decisions Y .

FA*IR [29] is a post-processing intervention that aims to ensure that the proportion
of candidates from the disadvantaged group remains statistically above or indistinguish-
able from a given minimum, at every top-k. To ensure the utility of the ranking, candi-
dates included in the top-k should be more qualified than every candidate not included,
and for every pair of candidates in the top-k, the more qualified candidate should be
ranked above. It pre-computes a table having fairly represent the protected group with
minimal proportion p and significance α at various top-k. Next, the algorithm creates
a queue for the privileged group (P0) and a queue for the disadvantaged group (P1).
If the table demands a disadvantaged candidate at the current position, the algorithm
extracts the best candidate from queue P1 and adds it to the final ranking, otherwise it
extracts the best candidate from P0 ∪ P1.
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4 Experimental Setup

We aim to answer three research questions: (RQ1) How well do the pre-processing
fairness interventions listed in Section 3 generalize on datasets for ranking people?
(RQ2) What is the trade-off between group and individual fairness obtained by the
pre-processing interventions? (RQ3) Which preprocessing intervention method is more
suitable to be used in practice?
Datasets. The BIOS dataset [14] consists of real biographies collected from the web by
filtering for lines starting with a name followed by the string “is a(n) (xxx) title,” where
“title” is an occupation from the BLS SOC system.1 In total there are 28 occupations.
Each candidate is represented by non-sensitive features extracted from the text biogra-
phy (term frequency of the occupation in the biography, length and number of words
of the biography) and sensitive features (gender, provided by the dataset). To simulate
bias in the ranking, candidates are ranked for each occupation by the cosine similarity
between word2vec [21] embeddings of the occupation title and the text biography, as
word2vec embeddings are known to create stereotypical associations [8, 18].

The XING dataset was collected to study gender biases in the returned ranked search
results given each user’s profile details [29]. The dataset consists of anonymized real
user profiles collected from XING2 in response to 57 queries representing job titles. For
each query the first 40 user profiles were selected. For each user profile the following
non-sensitive information was gathered: duration of job experiences, duration of educa-
tion and profile popularity, and sensitive information, gender (provided by the dataset,
inferred from name and profile picture when available). The score to rank the candi-
dates is computed as provided by the original implementation,3 based on educational
features, job experience and hits on profile.
Parameters and settings. We model a scenario where experienced candidates apply for
jobs in the same field. Train-test splits (30% BIOS and 40% XING for test) are strat-
ified across sensitive groups, ensuring five consistent splits per occupation. For XING
occupations fully over-represented by one gender are excluded, as no improvements in
diversity can be measured, resulting in 44 occupations. Sensitive attributes are not used
as training features.

As a ranker, we use the Ranklib [12] implementation of RankNet [9], a pairwise
learning to rank algorithm as it can better capture the changes in ranks produced by the
pre-processing methods [23]. Relevance judgments are based on candidate scores, with
negative/positive samples determined using a threshold (0.4 BIOS and 0 XING).

We apply pre-processing methods separately for each occupation to account for
varying bias directions [23]. We experimented with Ax, Ay, Az ∈ {0.1, 0.01, 1, 5, 10}
with K = 10, selecting Ax = 0.1, for LFR Ay = 1, Az = 1, while for iFair Az = 5,
as it obtained the best trade-off between group/individual fairness and utility.

The rankings are evaluated in terms of group fairness, individual fairness, and utility.
Group fairness is evaluated as the percentage of each sensitive group among the top 10.
Our aim is to create a diverse ranked list of the candidates with respect to the sensitive

1 https://www.bls.gov/soc/
2 https://www.xing.com/
3 https://github.com/MilkaLichtblau/xing dataset/



Pre-processing Fairness Interventions 7

Fig. 2: Example of data points for the BIOS dataset.
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Fig. 3: Example of data points for the XING dataset.

groups by increasing the proportion of the underrepresented groups, without producing
a swap between the underrepresented and over-represented group. Individual fairness is
evaluated by doing a pairwise comparison between candidates distance in the features
space and their achieved exposure [16]: d(Ei, Ej) ≤ d(Xi, Xj). The difference in
the candidates exposure (E) should be as close as possible to the distance between
the candidates in the feature space. The closer the value to 1 the better. Utility of the
ranking is measured using normalized discounted cumulative gain across the top 10
(NDCG@10). We focus on the top 10 since it is unlikely that recruiters will scroll down
to view more candidates [17, 22]. To support reproducibility of our study we provide
the code to run the experiments on GitHub.4

5 Results and Discussion

In this section we describe our results obtained on the BIOS and XING dataset when
training a ranking model on the fairer data generated by the pre-processing interven-
tions. Reported results are an average over the five runs. The test set is pre-processed in
experiments involving LFR and iFair as they do not require access to sensitive informa-
tion. In contrast, for CIF-Rank, which requires access to sensitive information during
inference, the test set is not subjected to pre-processing. The pre-processed test set has
the same candidates, but their representations differs.

4 https://github.com/ClaraRus/A-Study-of-Pre-processing-Fairness-Intervention-Methods-for-
Ranking-People
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Table 1: Evaluation of the ranking in the top 10 in terms of utility (NDCG@10), group
fairness (%protected@10 gender), and individual fairness (yNN).

Dataset Method NDCG@10 %protected(G)@10 yNN

XING Original 0.57 30 0.85

CIF-Rank 0.79 32 0.86
LFR 0.70 32 0.85
iFair 0.97 30 0.85
FA*IR (p = 0.5) 0.98 38 0.85
FA*IR (p = 0.9) 0.93 38 0.85

BIOS Original 0.86 20 0.72

CIF-Rank 0.93 22 0.72
LFR 0.77 26 0.72
iFair 0.52 27 0.72
FA*IR (p = 0.5) 0.98 33 0.72
FA*IR (p = 0.9) 0.90 77 0.72

5.1 Examining the Effect of Interventions on Individual Data Points
Before addressing our research questions, we examine the effect of interventions on
individual data points to better understand the methods we consider.

Figure 2 and 3 show how the data points representing the candidates change when
applying the pre-processing methods on the BIOS and XING dataset for two example
occupations. The data points are plotted in a space defined by the score of the candidate
and one feature. Similar patterns can be observed between the two datasets. Looking
at the data points generated by CIF-Rank, one can observe that the representations are
slightly changed by the interventions. For Surgeon (Figure 2) and Brand Manager (Fig-
ure 3), which are male dominated occupations, there is a slight decrease for the males
with respect to score, however, this does not create a positive change in the diversity
of the generated ranking, as the change in rank is small, thus, the model is not strongly
penalized. For Nurse (Figure 2), a female-dominated occupation, the score of the males
is slightly increased, and we also observe an increase in the diversity of the generated
ranking. For Lawyer (Figure 3), the score of the over-represented group (males) is in-
creased, due to a difference in bias direction between the test and train set. For LFR and
iFair, the changes in the representations of the candidates are more noticeable. Specifi-
cally, LFR tends to produce representations that cluster near similar values in the space.
It seems that for the BIOS dataset the candidates are clustered near the threshold be-
tween positive and negative candidates. In contrast, iFair tends to scatter the candidates
across the space, creating a clear distance between positive and negative candidates.
For Brand Manager (Figure 3) each female candidate is close in space to a male candi-
date, resembling the idea that best candidates from the female group should be treated
similarly with the best candidates from the male group.

5.2 Group Fairness

Next, we turn to group fairness and the first of our research questions.
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Fig. 4: Distribution of the gender groups in the top 10 for the BIOS dataset.

BIOS dataset. Figure 4 and Table 1 (BIOS) show the proportion of the gender
groups in the top 10 when applying pre-processing methods on the BIOS dataset. All
methods increase the representation of underrepresented groups in some of the gender-
biased occupations. These include occupations like attorney, dentist, pastor and pho-
tographer, which are male-dominated occupations, and female-dominated occupations
such as model, nurse, and paralegal.

LFR obtains improvements for the underrepresented group in 20 (71%) occupations
with an average increase in proportion of 6%, followed by iFair in 17 (60%) occupations
with an average increase of 7%, and CIF-Rank in 13 (46%) occupations with an average
increase in proportion of 2%. CIF-Rank negatively affects the diversity of the ranking in
8 (28%) occupations, while LFR and iFair do so in 7 (25%) occupations. Using FA*IR,
the proportion of the underrepresented group is increased in all occupations. However,
when using (p = 0.9), it can be observed that the previously underrepresented group is
now over-represented.

XING dataset. Figure 5 shows the proportion of the gender groups in the top 10,
when applying the pre-processing interventions on the XING dataset. All three methods
improved the proportion of the underrepresented group for male-dominated occupa-
tions such as auditing clerk, brand manager, office manager and mathematician, and for
female-dominated occupations such as internet marketing coordinator and audiologist.

For some occupations the increase in proportion is observed for the group that
is already over-represented. CIF-Rank and LFR increase the proportion of the over-
represented groups in 17 (38%) occupations, while iFair in 20 (45%) occupations. Over-
all, CIF-Rank and LFR obtain the most improvements for the underrepresented groups
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Fig. 5: Distribution of the gender groups in the top 10 for the XING dataset.

in 22 (50%), respectively 19 (43%) occupations with an average increase in propor-
tion of 2%, while iFair in 14 (31%) occupations with no increase as it produces more
negative changes than positive changes.
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RQ1: How well do the pre-processing interventions generalize on two datasets
for ranking people? It seems that for both datasets all methods achieve improvements
in the diversity of the ranking in most occupations. However, in some occupations the
already over-represented group is increased in proportion. We expected CIF-Rank and
LFR to create a more diverse ranking, as their main goal is to create representations
that aim to achieve group fairness. However, it is surprising that iFair achieves improve-
ments, especially on the BIOS dataset, where the increase in proportion for the under-
represented group is higher than of CIF-Rank. The goal of iFair is to create represen-
tations such that similar candidates receive similar outcomes regardless of the sensitive
attributes. This can encourage group fairness as it could encourage treating candidates
from the female group the same as similar candidates from the male group. This works
under the assumption that the measure of similarity between candidates is computed
free of bias. However, this might not be the case, resulting in representations that are
still segregated by the membership of the candidates in the sensitive groups. Intuitively,
this means that males should be treated similarly, but different from females. This can
be observed in the occupations where the already over-represented group is increased in
proportion. However, as CIF-Rank and LFR aim to achieve group fairness it is surpris-
ing that, although they improved the diversity in some occupations, they still harmed
the diversity in other occupations. For CIF-Rank, especially on the XING dataset, we
observe that the bias direction estimated on the train set is different from the test set in
some of the occupations where a negative change was present, indicating that CIF-Rank
is not robust towards changes in the bias direction. For all methods, given some occupa-
tions, we observe that when re-ranking the candidates given the new score, there is an
improvement in diversity; however, when training and testing on the fairer data, there
is no improvement in diversity. This could be because the change in rank was small,
thus, the model is not penalized if it misses this change, but the ranking’s diversity is
affected.

In answer to RQ1, the pre-processing methods generalize well on the two datasets.
We observed similar patterns on both datasets, where the diversity of the ranking in-
creased in most occupations, with some exceptions where there was an increase in the
over-represented group.

5.3 Individual Fairness and Utility

RQ2: What is the trade-off between group and individual fairness? Individual fair-
ness and group fairness might not involve making trade-offs if the measure of similarity
between individuals is computed independent of the sensitive attributes. However, this
is hard to achieve in practice resulting in potential trade-offs between the two fairness
measures. Table 1 shows how the methods affect the individual fairness of the ranking.
Surprisingly, in this setting, neither LFR and iFair show improvements in individual
fairness, however, the individual fairness is already reasonably high. CIF-Rank is ex-
pected to obtain similar individual fairness to the Original setting, as the representations
produced by CIF-Rank are slightly changed w.r.t. the original ones. To measure indi-
vidual fairness, one needs to define a way to measure the similarity between candidates;
this implies defining a similarity metric and the features to use in the similarity metric.
Following [19, 34], we use the original features of the candidates in the distance func-
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tion without considering the sensitive information. However, the original features might
be a proxy to sensitive information, implying that to satisfy individual fairness it might
be that females and males should not be treated the same.

Transforming the representation of the candidates to make them more fair carries the
risk of harming the utility of the ranking (compared to the original utility). Considering
the NDCG scores in Table 1, we see that, on the BIOS dataset, when pre-processing
the data using LFR and iFair, the utility of the ranking decreases, while for CIF-Rank
the utility of the ranking is slightly increased. As RankNet is trained and tested on pre-
processed data for LFR and iFair, the generated rankings are noticeably different from
the original one. For CIF-Rank the changes in the ranking are small, and the ranking
model is tested on the original representations, which produces fewer changes. On the
XING dataset, the ranking’s utility is increased when training on pre-processed data.

In answer to RQ2, when using pre-processing fairness interventions, the individual
fairness of the ranking is not affected, thus, we do not observe a trade-off between group
and individual fairness.

5.4 Fairness Interventions in Practice

RQ3: Which method is more suitable to be used in practice? CIF-Rank satisfies
transparency requirements, as explained in Section 3. Additionally, it guarantees in-
group fairness by applying uniform changes to all candidates within a group. In contrast,
LFR and iFair treat fairness as an optimization problem, making it less straightforward
to explain any changes in the candidate representation. As opposed to CIF-Rank, LFR
produces more noticeable changes to candidate data, leading to a more significant im-
pact on the diversity of the rankings. In contrast with CIF-Rank, both LFR and iFair
offer the advantage of being applicable at inference time without requiring access to
sensitive attributes. Even though iFair can increase the diversity of the ranking, it may
also exacerbate group segregation as we have seen in Section 5.2.

In practice, it is important to evaluate and model fairness with respect to intersec-
tional groups, as candidates belonging to multiple disadvantaged groups are more likely
to be discriminated [26]. CIF-Rank offers an intersectional framework by modelling the
causal effects of the intersectional sensitive attributes, which was shown to increase the
proportion of intersectional groups [23, 27]. iFair supports multiple non-binary groups,
however, there is no work analyzing its impact on intersectional groups. LFR has been
designed for binary groups, thus needing an adaptation for intersectional settings.

In answer to RQ3, pre-processing fairness intervention methods can be used in the
practice of ranking people, e.g., for recruitment. Depending on transparency require-
ments and on fairness goals, preference may be given to CIF-Rank or LFR, as they both
aim at achieving group fairness with the former creating less noticeable changes in the
representations, but making it easier to explain the changes.

6 Conclusion

In the context of ranking people, e.g., for recruitment, most fairness intervention meth-
ods require access to the sensitive information of people, information that should not
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be processed according to the GDPR, making it hard to use such interventions in prac-
tice. In this work we argue that pre-processing fairness interventions can be used in
practice without having access to sensitive information during inference time. We have
compared the performance of three pre-processing methods for the task of ranking peo-
ple in a recruitment scenario on two real-world datasets with respect to group fairness,
individual fairness, and utility of the ranking. Finally, we discuss the advantages and
disadvantages of using the pre-processing methods in practice.

We find that for most occupations the methods achieved an improvement in the di-
versity of the ranking with respect to the protected groups, while the individual fairness
was not affected. However, for some occupations the already over-represented group is
increased in proportion. Consequently, the methods should be used carefully in order
to avoid making a positive change in some occupations while other occupations are
negatively affected. Advantages of using CIF-Rank include transparency, guaranteed
in-group fairness and an intersectional framework, however it requires access to sensi-
tive information during inference time and the changes to candidate data are minimal. In
contrast, LFR and iFair treat fairness as an optimization problem, thus, there is no need
for access to sensitive information and the changes in diversity are more noticeable,
however they are less explainable and iFair does not guarantee group fairness.

While the BIOS and the XING dataset are real-world datasets, the features used
to rank the candidates might not fully reflect a real-world scenario, as recruiters might
take different attributes into account. Especially, the BIOS dataset, with extracted tex-
tual features and including artistic occupations, might not be mainstream in a hiring
process. In addition, our study focused only on gender as a binary variable, as this was
the sensitive information available in the datasets. Future work should compare the per-
formance of fairness intervention methods w.r.t. other sensitive groups with non-binary
values and towards intersectional groups.
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